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ABSTRACT 

 
This article discusses the analysis of the process of deep machine learning based on the 

results obtained for the primary diagnosis of gastroenterological diseases. The process of deep 

machine learning was carried out, the ANN and SVM algorithms were used. The results of deep 

machine learning were compared, two variants of data sets for training were collected. Based on 

deep machine learning, it is planned to further develop a software and hardware complex for the 

primary diagnosis of gastroenterological diseases. 

Key words: deep machine learning, algorithm, forecasting, gastroenterological diseases, 

hardware and software complex, SVM, ANN. 

INTRODUCTION 

 

At present, the development of artificial intelligence in all countries of the 

world is developing carefully and rapidly. Links in the development of artificial 
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intelligence The President of the Republic of Uzbekistan Sh. Mirziyoyev issued a 

resolution “On measures to create conditions for the accelerated introduction of 

artificial intelligence technologies”, this resolution is in accordance with the 

strategy “Digital Uzbekistan - 2030” [1]. 

In the field of medicine, digital technologies can be widely used in the 

diagnosis, treatment of various diseases and different degrees. With the help of 

digital technologies, the work of doctors can be facilitated, the human factor is 

reduced, research time is reduced and efficiency is increased. 

Within a short time, the doctor can make a decision about the diagnosis. With 

the help of digital technologies, controversial points can be overcome. Digital 

technologies use artificial intelligence, neural networks, machine learning and 

modern programming languages Python [8,9,10]. 

Artificial intelligence is the science and technology of creating intelligent 

machines, especially intelligent computer programs. AI is related to the similar 

task of using computers to understand human intelligence, but is not necessarily 

limited to biologically plausible methods.  

In this process, the analysis of the process of deep machine learning based on 

the results obtained for the primary diagnosis of gastroenterological diseases is 

carried out.  

The process of deep machine learning was carried out, the ANN and SVM 

algorithms were used. With the help of gastroenterologists, training materials were 

collected, that is, the date of the set from patients. Human saliva was chosen for 

primary diagnosis. The results of deep machine learning were compared. Based on 

these results, it is planned to develop a software and hardware complex called 

Saliva for the primary diagnosis of gastroenterological diseases. 

Preliminary diagnostics helps to find out the problems, determine the 

bottlenecks of the enterprise, draw up a program for future changes and should 

answer the questions: is it possible to solve the identified problems, in what 

sequence they need to be solved [2,3,4]. 

In a scientific study, human saliva was taken. With the help of saliva, you can 

predict about gastroenterological diseases. With illness, the composition of saliva 

changes dramatically. The composition of saliva is the parameters [20].  

By changing the composition of saliva, you can create a data set for training 

artificial intelligence algorithms. Table 1 shows the composition of a healthy 

person [14,15,16]. 
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TABLE 1 

COMPOSITION OF THE SALIVA OF A HEALTHY PERSON 

№ The composition of saliva Qty. (% and g/l) 

1 Water 99.4-99.5% 

2 Organic and inorganic components 0.5-0.6% 

3 Squirrels 1.4-6.4 g/l 

4 Mucin 0.8-6.0 g/l 

5 cholesterol 0.02-0.5 g/l 

6 Glucose 0.1-0.3 g/l 

7 Ammonium 0.01-0.12 g/l 

8 Uric acid 0.005-0.03 g/l 

 

Analysis of algorithms based on DEEP MACHINE LEARNING 

In the article “Analysis of algorithms for predicting and preliminary diagnosis 

of gastroenterological diseases” [17,18,19], the initial results were taken, which 

contain 100 patients. As a continuation of this study, the number of patients was 

increased to 1000 per data set. 

Patient parameters were obtained. Based on the obtained parameters, the data 

set was trained on the SVM and ANN algorithms. 

The purpose of the algorithm involved in SVM: 

In other words, “The goal is to maximize the minimum distance.” for the 

distance is given: 

𝑑𝐻(ȹ(𝑥0)) =
|𝑤𝑇(ȹ(𝑥0)) + 𝑏|

||𝑤||2
 

𝑤∗ = 𝑎𝑟𝑔𝑤max⁡[𝑚𝑖𝑛𝑛𝑑𝐻(ȹ(𝑥𝑛))] 

So, now that the goal is clear. By making predictions for the training data, 

which was binary, classified into positive and negative groups, if a point is 

replaced from the positive group in the hyperplane equation, we will get a value 

greater than 0 (zero), mathematically, 

w T (φ (x)) + b > 0 

And predictions from the negative group in the hyperplane equation would 

give a negative value as 

w T(Φ(x)) + b < 0. 

But here the signs were about the training data, that is, how we train our 

model. This is for a positive class, give a positive sign, and for a negative class, 

give a negative sign. 

But when testing this model on the test data, if we correctly predict a positive 

class (positive sign or sign greater than zero) as positive, then two positives results 

in a positive and therefore greater than zero result. The same applies if we correctly 

predict the negative group, since two negatives will again result in a positive result. 
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But if the model error classifies the positive group as negative, then one plus and one minus 

constitute a minus, hence less than zero overall. 

To summarize the above concept: 

The product of the predicted and the actual label will be greater than 0 (zero) 

if the prediction is correct, otherwise less than zero. 

𝑦𝑛[𝑤
𝑇ȹ(𝑥) + 𝑏] = {

≥ 0⁡𝑖⁡𝑓⁡𝑐𝑜𝑟𝑟𝑒𝑐𝑡
< 0⁡𝑖⁡𝑓⁡𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡

 

For ideally separable datasets, the optimal hyperplane classifies all points 

correctly, additionally substituting the optimal values into the weight equation. 

arg max is an abbreviation for max arguments, which are basically points in 

the area of the function where the function maximizes the values. 

Also, taking the independent weight term outward gives: 

𝑤∗𝑎𝑟𝑔𝑤𝑚𝑎𝑥
1

||𝑤||2
[𝑚𝑖𝑛𝑛𝑦𝑛|𝑤

𝑇(ȹ(𝑥) + 𝑏)|] 

 

The inner term (min n yn | w
TΦ (x) + b |) basically represents the minimum 

distance from the point to the decision boundary and the nearest point to the 

decision boundary H. 

Rescaling the distance to the nearest point as 1, i.e. (min nyn | w
TΦ (x) + b |) = 

1. Here the vectors remain in the same direction, and the hyperplane equation does 

not change. It's like zooming in on an image; objects expand or contract, but the 

directions stay the same and the image stays the same. 

Distance rescaling is done by replacing: 

𝑤 → 𝑐𝑤, 𝑏 → 𝑐𝑏 

 

(𝑐𝑤)𝑇ȹ(𝑥𝑛) + (𝑐𝑏) = 𝑐(𝑤𝑇ȹ(𝑥𝑛) + 𝑏) = 0 

 

The equation now becomes (describing that each point is at least 1/| | w || 2 

away from the hyperplane) as 

𝑤∗ = 𝑎𝑟𝑔𝑤𝑚𝑎𝑥
1

||𝑤||2
, 𝑠. 𝑡.𝑚𝑖𝑛𝑛𝑦𝑛[𝑤

𝑇ȹ(𝑥𝑛) + 𝑏] = 1 

 

This maximization problem is equivalent to the following minimization 

problem, which is multiplied by a constant, since they do not affect the results. 

An artificial neural network algorithm is a mathematical model, software or 

hardware implementation for organizing the construction of neural networks as a 

living organism. An artificial neural network is not programmed, but trained. 

Learning takes place in finding the coefficients of connections between neurons. 

The ability to learn is one of the advantages over algorithms. 

The artificial neural network algorithm is also used in forecasting. This 

happens after training, that is, the neural network is able to predict the future value 
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of the sequence based on several previous values and those that exist at the 

moment. 

Forecasting will be when the previous change in the actual degree overrides 

the future. For example, predicting a disease of a different type. 

There are two types of learning process: 

• Learning with a teacher 

• Blended learning 

 
Fig1. Simple neuron 

 

Activation of the input signal with the F(X) function. The activation function 

is sigmoid, ReLu, tanh, etc. This example uses a sigmoid activation function at 

layer nodes. 

𝐹(𝑋) =
1

1 + 𝑒−𝑥
 

 

Figure 1 shows a simple neuron. Now the task will be solved through the 

function. The value of the hidden layer is 1= (1*0.1) +(1*0.1) +(1*0.1) =0.3. 

𝑌𝑖𝑛 =∑𝑋𝑖 ∗ 𝑊1𝑖𝑗 

 

Results 

An example of the data of the set is indicated in table No. 2. The parameters 

and the name of the composition of human saliva are indicated. 

An analysis of the ANN and SVM algorithms was made, the number of 

patients was 100 and 1000. The corresponding results were obtained [9,10,11]. 

Table 2 

DATA SET  PARAMETERS 
Data set parameters The name of the composition 

of saliva 

Parameter_1 Protein 

Parameter_2 Mucin 

Parameter_3 cholesterol 

Parameter_4 Glucose 

Parameter_5 Ammonium 

Parameter_6 Uric acid 

 

The first time the training process was carried out on the number of 100 

patients in the data set. (Figure 2,3) 
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Fig 2. Determining the importance of parameters and predicting the likelihood of a patient's 

illness. (ANN) 

 

In this algorithm, the result appeared on three colors. Accordingly, the result 

of training can be determined by colors: 

• Blue - the probability of illness is higher 

• Orange - the probability of illness is lower 

• Green is healthy 

 
Fig 3. Determining the importance of parameters and predicting the likelihood of a patient's 

illness. (SVM) 

 

In this algorithm, the result appeared on three colors. Accordingly, the result 

of training can be determined by colors: 

• Violet - the probability of illness is higher 

• Green - the probability of illness is lower 

• Pistachio – healthy 

 

 
Fig 3. Data set of 100 patients 
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Fig 4. Importance of parameters from the data set (100) 

The second time the training process was carried out on the number of 1000 

patients in the data set. 

 

 
Fig 5. Determining the importance of parameters and predicting the likelihood of a patient's 

illness. (ANN) 

 

In this algorithm, the result appeared on three colors. Accordingly, the result 

of training can be determined by colors: 

• Blue - the probability of illness is higher 

• Orange - the probability of illness is lower 

• Green is healthy 

 

 
Fig 6. Determining the importance of parameters and predicting the likelihood of a patient's 

illness. (SVM) 

 

In this algorithm, the result appeared on three colors. Accordingly, the result 

of training can be determined by colors: 

• Violet - the probability of illness is higher 

• Green - the probability of illness is lower 

• Pistachio – healthy 
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Fig 7. Algorithm accuracy between 100 and 1000 data sets 

 

After deep machine learning of data sets, a comparison was made between the 

accuracy of ANN and SVM algorithms. Figure 7 showed the accuracy of the 

algorithms between 100 and 1000 date sets. 

 

Fig 8. Algorithm accuracy between SVM and ANN 

Figure 8 shows the overall accuracy of the algorithms after deep machine 

learning datasets. The overall accuracy of the algorithms allows scientific research 

to select a specific algorithm for the primary diagnosis of gastroenterological 

diseases. 
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CONCLUSION 

As a result of the analysis and scientific research, an analysis of algorithms 

based on ANN and SVM deep machine learning was made. The data set was 

collected from 100 to 1000 patients. The accuracy of the algorithms between data 

sets of 100 and 1000 patients was 78.5% and 80%. Further scientific research will 

be carried out with other algorithms based on deep machine learning. 
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